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Abstract 
 
The nuclear proliferation landscape has changed. Twenty years ago, the countries most 
likely to seek nuclear weapons were easily identified, and the factors that could push 
them into nuclear pursuit were well understood. Today, widespread latent capability has 
made the list of countries with the capacity for weapons pursuit much longer, and the 
potential triggers for nuclear proliferation have grown more complex. To deal effectively 
with today’s nuclear proliferation threats, intelligence and policy analysts need versatile 
tools to evaluate proliferation risk and focus limited resources and analytic capacity. This 
article employs the tools of data science to develop a new measure of the likelihood that 
a country will seek nuclear weapons under particular circumstances: the proliferation 
risk score. Proliferation risk scores are both scalable and flexible. They can be updated 
with new data and expanded to cover new factors that might lead to nuclear pursuit, and 
they can be used in a variety of what-if scenarios to identify factors that represent the 
greatest risk for a specific country in a specific global situation. They can be helpful to 
analysts as an adjunct to traditional analysis and as a starting point for structured 
analytic approaches. 
 
 
Keywords: nuclear proliferation, risk assessment, risk modeling 
 



 2 

Introduction 

Assessing the risk of nuclear proliferation has posed an enduring challenge for 

policymakers and analysts. The risk assessment process builds a deeper and more 

systematic understanding of the likelihood of proliferation across many potential nuclear 

aspirants and under a variety of conditions. Assessing proliferation risk is an essential 

first step in avoiding surprise and designing effective policies to counter the spread of 

nuclear weapons. The risk assessment process contributes to proliferation research and 

policymaking in four ways: 

1. Proliferation risk assessment allows for triaging analytic and research effort, 

directing resources to focus on the most urgent among many recognized and 

“over the horizon” threats. 

2. Proliferation risk assessment contributes to early warning of proliferation activity, 

providing time for a policy response. 

3. Proliferation risk assessment allows analysts to evaluate the effect of future policy 

shifts or changes in the international security environment on the likelihood that 

particular states will seek weapons. 

4. The process of proliferation risk assessment may surface new indicators of 

proliferation intent that can be applied more broadly to analysis of states of 

concern. 

Proliferation risk assessment is a complex analytic task. Done well, it requires 

integrating technical and political expertise, working across traditional functional and 

regional boundaries, and merging qualitative knowledge and data-driven empirical 
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findings. Researchers in and out of government frequently attempt to evaluate the risk of 

proliferation in a particular country. These studies are valuable, but usually examine 

only the specifics of the case at hand. They often do not attempt to apply data and 

findings from multiple historical cases or from other contemporary cases, and they are 

usually limited to extrapolating from the existing international security environment, 

domestic conditions, and state of international institutions. That is, it is difficult for these 

studies to consider how changes in the international context would affect the risk of 

proliferation.  

 This article leverages new data and analytic techniques to answer several key 

questions about the risk of nuclear proliferation. Which states are most likely to seek 

nuclear weapons? Under what conditions is proliferation most likely? What policies will 

be most effective in stopping proliferation under particular conditions? What indicators 

can help analysts and researchers distinguish between nuclear pursuit and the mere 

development of nuclear energy programs? 

Predictive models of nuclear proliferation can help to answer these questions. 

Building on recent advances in studies of proliferation and nuclear-related data 

collection efforts, this project applies statistical learning techniques to create flexible 

quantitative models of proliferation. The output of these models—the proliferation risk 

score—tells us not only which states seem most likely to seek nuclear weapons under 

today’s international security conditions and counter-proliferation policies, but also allow 

us to see the effect that varying these circumstances can have on proliferation risk for 

states of concern. Risk scores thus facilitate a more data-driven form of scenario-based 
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research and “what-if” style analysis.1 Risk scores also shed light on the factors that have 

best distinguished between proliferating states and states that have shown nuclear 

restraint. These factors are likely to be effective indictors of future proliferation intent. 

Existing Literature 

A rich academic and policy literature has identified a number of important drivers 

of the decisions of states to seek nuclear weapons. These drivers of proliferation and 

nuclear restraint can be divided into three broad categories: nuclear motives (demand-

side factors), nuclear capabilities (supply-side factors), and international institutions.2 

Analyses of nuclear motives generally focus on a state’s concern about its own security.3 

Studies have found links between nuclear weapons pursuit and a state’s conflict 

behavior,4 the proliferation decisions of neighbors or rivals,5 the presence of an alliance 

or security guarantee from a nuclear-armed patron,6 and the type of regime or leader.7 

Nuclear capability, for its part, has been associated with weapons programs both through 

domestic capacity and through assistance from other states.8 Finally, a number of 

analysts see the Treaty on the Non-Proliferation of Nuclear Weapons as effective in 

 
1 Huss 1988; Golfarelli, Rizzi, and Proli 2006. 
2 See Sagan 2011 for a thorough review. 
3 Sagan 1996.  
4 Jo and Gartzke 2007; Fuhrmann 2009. 
5 Fuhrmann 2009; Miller 2014a. 
6 Bleek and Lorber 2014; Gerzhoy 2015; Reiter 2014. 
7 Fuhrmann and Horowitz 2015; Hymans 2006; Way and Weeks 2014. 
8 On domestic capacity, see Singh and Way 2004; Jo and Gartzke 2007. On foreign 
assistance, see Brown and Kaplow 2014; Fuhrmann 2009; Kroenig 2009. 
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constraining state behavior; it has been hailed as one of the most successful security 

treaties in history.9 

The last decade has seen a renaissance in empirical studies of nuclear 

proliferation, particularly those making use of quantitative methodologies. This research 

has introduced a number of useful datasets to test hypotheses about nuclear 

proliferation, including data on nuclear pursuit,10 domestic capacity and nuclear 

latency,11 nuclear assistance,12 nuclear security guarantees and nuclear deployments,13 

the presence of other WMD programs,14 membership in the nuclear nonproliferation 

regime,15 nuclear sanctions,16 and military strikes against nuclear targets.17  

Taken as a whole, this body of literature is well positioned to help researchers and 

analysts better understand the risk of proliferation in particular cases. But each of these 

studies focuses on a relatively narrow hypothesis about the drivers of proliferation; little 

existing work attempts to synthesize these data and findings. Proliferation risk scores 

help to fill this gap, leveraging existing data to better understand proliferation risk in 

cases of interest. 

 
9 Fuhrmann and Lupu 2016; Coe and Vaynman 2015; Cirincione 2008. 
10 Bleek and Lorber 2014; Jo and Gartzke 2007; Singh and Way 2004. 
11 Jo and Gartzke 2007; Fuhrmann and Tkach 2015. 
12 Brown and Kaplow 2014; Fuhrmann 2009; Kroenig 2009. 
13 Bleek and Lorber 2014; Fuhrmann and Sechser 2014. 
14 Horowitz and Narang 2014. 
15 Carcelli et al. 2014. 
16 Miller 2014b; Reynolds and Wan 2012. 
17 Fuhrmann and Kreps 2010. 
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Using Proliferation Risk Scores 

 Proliferation risk scores and other forms of quantitative analysis cannot substitute 

for expert analysis. The issues associated with nuclear pursuit—both political and 

technical—are too complex to be accurately represented in the data fed into a 

quantitative analysis. The approach taken here, however, can still be useful as an aid to 

expert analysis in at least three ways: interrogating existing cases of concern, identifying 

new over-the-horizon threats, and facilitating a more data-driven form of scenario 

analysis and other structured analytic techniques. 

 First, proliferation risk scores allow analysts to interrogate a particular case that 

has already been identified as a proliferation risk. This is the approach shown in the 

scenarios above. Analysts working on a particular country scenario can use the model to 

examine some of the underlying dynamics of the case and pose structured hypotheticals 

related to the country of concern. For example, if analysts wish to investigate the 

proliferation dynamics for a country like Estonia, for example, they can begin with a set 

of inputs suggested by the most recent data. Estonia’s projected economic output in 

2021, combined with its recent involvement in international disputes, the status of NATO 

and the nonproliferation regime, and nuclear development in the country all factor into a 

baseline assessment of proliferation risk. From there, analysts can examine how changes 

in these variables affect Estonia’s proliferation risk scores. Proliferation risk scores can 

reveal which factors might act as a proliferation trigger, pushing Estonia to seek nuclear 

weapons, and which policy levers are most likely to encourage nuclear restraint. 
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 A particular challenge in evaluating future threats is that there are often many 

potential targets that seem equally unlikely, at least at first glance. Because resources for 

conducting long-term analysis are limited—analytic capacity is rightly focused on the 

most likely near-term threats—intelligence and policy organizations must make difficult 

choices about where to focus their attention. Proliferation risk scores can help analysts 

identify the over-the-horizon proliferation risks that merit additional expert analysis. 

Analysts might begin with a particular future scenario, such as the weakening of alliance 

ties between the United States and its global partners, or a downturn in international 

trade. From there, analysts can generate a list of states of particular concern given this 

change in the global strategic environment. This approach is likely to surface new 

countries of concern that may not be current targets of analytic attention. Once 

identified, these new candidate countries could be subjected to additional analysis by 

adjusting the dynamics of the future scenario, as described above, or by using more 

traditional qualitative analytic techniques. 

 Finally, proliferation risk scores facilitate a more data-driven approach to 

qualitative structured analytic techniques. Analysts engaged in scenario planning efforts 

or what-if analysis frequently must imagine possible alternative futures.18 These 

scenarios are designed to be plausible, in the sense that they are consistent with existing 

trends, even if they are not necessarily likely outcomes. Proliferation risk scores can help 

reduce some of the speculation inherent in these efforts by linking data-based outcomes 

 
18 See, for example, Heuer, Jr. and Pherson 2020. 
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to assumptions about future trends. Traditional scenario analysis or alternative futures 

analysis invites analysts to imagine several potential drivers of future outcomes. These 

drivers can be used to calculate new proliferation risk scores for particular scenarios. For 

example, if a driver of one alternative future is the global economy, analysts can examine 

risk scores for both high-GDP and low-GDP scenarios, so that discussion about particular 

countries of concern can be guided by the available data. 

Materials & Methods 

Countries vary in their risk of nuclear proliferation. Some countries strongly 

desire weapons but lack the resources to develop them, while others have the means but 

not the motive. Considering even this simple framework—nuclear capability and nuclear 

willingness—is enough to give a pretty good sense of which countries should worry 

analysts when it comes to proliferation. In general, countries of proliferation concern 

tend to be relatively rich nations that fear for their own security, but there are some 

prominent exceptions. Pakistan, Libya, and North Korea, weapons-pursuers all, seemed 

by most conventional measures of national wealth to lack the resources for a nuclear 

weapons program. Romania, Yugoslavia, and South Africa sought nuclear weapons 

despite seeming fairly secure even without them (although their respective leaders did 

not see it that way). A simple understanding of the drivers of proliferation ends up 

missing some important cases of nuclear pursuit. 

 To build a measure of proliferation risk, this project uses the output of a 

quantitative model of nuclear proliferation that incorporates multiple variables, drawing 

from the extensive literature on the drivers of nuclear weapons programs. Academic 
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studies have identified significant associations between the likelihood of proliferation 

and a state’s conflict behavior,19 its economic strength,20 nuclear capability and the 

diffusion of nuclear technology,21 the proliferation decisions of neighbors or rivals,22 the 

presence of an alliance or security guarantee from a nuclear-armed patron,23 the type of 

regime or leader,24 receipt of bilateral or multilateral nuclear assistance,25 and 

membership in the Treaty on the Non-Proliferation of Nuclear Weapons (NPT).26 

Building on the findings from these studies, this project constructs a quantitative 

model of proliferation, in which the dependent variable is whether or not a country has a 

nuclear weapons program in a given year.27 Explanatory variables are derived from the 

studies listed above, with a few additions, and are summarized in Table 1. Like most 

existing quantitative work in nuclear proliferation, the data are structured as a pooled 

time series with the country-year as the unit of analysis. Each observation in the data 

 
19 Brown and Kaplow 2014; Fuhrmann 2009; Jo and Gartzke 2007; Singh and Way 
2004. 
20 Fuhrmann 2009; Singh and Way 2004. 
21 Bleek and Lorber 2014; Jo and Gartzke 2007. 
22 Fuhrmann 2009; Miller 2014a. 
23 Bleek and Lorber 2014; Gerzhoy 2015; Reiter 2014. 
24 Fuhrmann and Horowitz 2015; Hymans 2006; Singh and Way 2004; Way and Weeks 
2014. 
25 Brown and Kaplow 2014; Fuhrmann 2009; Kroenig 2009. 
26 Bleek and Lorber 2014; Fuhrmann 2009; Jo and Gartzke 2007. 
27 There is, of course, some disagreement among analysts over when countries started 
and ended nuclear efforts. This analysis uses data updated from Jo and Gartzke 2007. 
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represents an individual state in a given year. The data run from 1939—when countries 

first began exploring nuclear weapons as a serious possibility—to 2010. 

Most quantitative studies of nuclear proliferation aim to identify a statistical 

association between a particular factor and a state’s propensity to seek nuclear weapons. 

In service of this goal, scholars frequently conduct some form of regression analysis, and 

report whether variables of interest—representing their key causal factors—achieve 

statistical and perhaps substantive significance. These analyses usually make some 

attempt to account for alternative explanations for their results, often by controlling for 

confounding variables in a regression model. This mode of analysis is useful in 

understanding whether an individual factor affects the outcome of interest. 
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The goal of statistical modeling in this project, however, is somewhat different—

less concerned with the explanatory power of a given variable than with leveraging the 

predictive power of the model as a whole. Rather than focusing on the statistical 

significance of the variables themselves, the outcome of interest is a prediction, an 

assessment of proliferation risk. Given what is known about all of these factors, how 

Table 1: Explanatory variables in a model of proliferation risk 

Factor Measure Data Source 

Economic capacity Real GDP per capita K. S. Gleditsch (2002) 

Nuclear capacity Lab-scale enrichment or 
reprocessing facility 

Fuhrmann and Tkach 
(2015) 

 Operational nuclear reactor Kaplow (2020) 

Nuclear diffusion Log of years since 1938  

Nuclear ally Defense pact with nuclear state Gibler (2019) 

Nuclear rival Enduring rival with a nuclear 
weapons program 

Goertz, Diehl, and Balas 
(2016) 

Conflict behavior Interstate armed conflicts over 
the last 5 years (moving 
average) 

N. P. Gleditsch et al. (2002) 

Regime type Polity IV score Marshall, Jaggers, and 
Gurr (2010) 

Regime membership Member of the NPT Carcelli et al. (2014) 

Nuclear assistance Bilateral civilian nuclear 
cooperation agreement 

Fuhrmann (2009) 

 IAEA fuel cycle-related technical 
cooperation 

Brown and Kaplow (2014) 

Foreign policy affinity Ideal point derived from UN 
General Assembly voting 

Bailey, Strezhnev, and 
Voeten (2017) 
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likely is it that this individual case, a given country in a given year, is engaged in a 

nuclear weapons program? 

 To better capture proliferation risk, the predictive results of the model are 

evaluated out of sample. That is, the model is constructed using one set of data, and then 

the model’s performance is evaluated using another set of data that has been reserved for 

this purpose. A focus on out-of-sample predictive validity has several advantages. First, it 

moves away from the questionable emphasis in quantitative analysis on statistical 

significance as a metric for a successful result. Second, testing the performance of models 

within the data sample—as one does, for example, in traditional regression models—is a 

kind of teaching to the test. This practice risks overfitting models and mistaking 

idiosyncrasies in the data for real-world trends. Finally, expressing results in terms of 

out-of-sample predictive validity captures a kind of substantive significance in the model, 

providing a better sense of how the model performs in the real world. 

To make predictions out of sample, proliferation risk scores employ a leave-one-

out cross-validation procedure of the kind commonly used in computer science and 

machine learning.28 First, a particular country is excluded from the data. Then, the 

remaining dataset is used to construct the model.29 Finally, that model is used to 

generate predictions of proliferation risk for the country that had been left out of the 

analysis. This procedure is repeated for each country, so that the predictions made are 

 
28 Arlot and Celisse 2010. 
29 The dataset excludes country-years that occur once a country has actually acquired 
nuclear weapons. These countries can no longer properly be considered to be “pursuing” 
nuclear weapons. 
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always out of sample—the country for whom nuclear pursuit is predicted is never 

considered when constructing the model in the first place. 

As with all data analysis, there are complications. Not all variables are available 

for all country-years in the dataset. For example, Fuhrmann’s data on nuclear 

cooperation agreements is not available after 2003, and states involved in an active 

conflict are often missing a Polity score—a measure of democracy—in that year.30 One 

option for dealing with missing data would be to drop these observations or these 

variables from the analysis. Instead, the cross-validation process is repeated separately 

for each missingness pattern in the data. That is, the leave-one-out cross-validation 

procedure is first conducted for each country that has no missing data. A new dataset is 

then created that omits the variable on nuclear cooperation agreements and the leave-

one-out cross-validation procedure is conducted for each country that now has no 

missing data. A new dataset is then created with a different pattern of missingness and 

the process repeated until predictions are generated for each country. The prediction 

actually used in the analysis is the one generated by the dataset with the fewest missing 

variables for that country. This process allows for best leveraging the data available, 

while still generating a prediction for each country-year in the dataset.31  

 Another complication stems from the fact that nuclear proliferation is a rare 

event—only about 7 percent of observations in the data correspond with a nuclear 

 
30 Fuhrmann 2009; Marshall, Jaggers, and Gurr 2010. 
31 For a review of related approaches to addressing missingness in the context of out-of-
sample prediction, see Conroy et al. 2016; Fang et al. 2019; and García-Laencina, 
Sancho-Gómez, and Figueiras-Vidal 2010. 
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weapons program. Statistical models are constructed to best fit all of the data in the 

training sample. When that data is overwhelmingly an example of non-nuclear pursuit, 

the best-fitting model is likely to err in the direction of explaining those more prevalent 

cases. That is, the model selected, almost by definition, is designed to explain the more 

frequent case in the dataset. This issue of class imbalance is a familiar problem in the 

computer science literature.32 

While there is no single solution to this problem, the issue can be mitigated by 

oversampling the rare class in the data or undersampling the prevalent class. Here, both 

approaches are used, adopting an algorithm known as SMOTE (synthetic minority 

oversampling technique).33 This algorithm works by adjusting the training data for the 

models (the data used to construct the model). It adds to the number of cases of nuclear 

pursuit in the data, generating new, synthetic cases using a nearest neighbor method. It 

also reduces the number of non-pursuit cases in the data through systematic 

undersampling. The result is a more balanced sample of cases in the training data, 

facilitating better prediction of the rare event. Note that this procedure has not been 

used to adjust the out-of-sample data that is set aside and then used to evaluate 

predictive accuracy for the model. 

Predictions are generated using a statistical learning model—the support vector 

machine (SVM).34 An SVM represents data as points in multidimensional space, 

 
32 Sun, Wong, and Kamel 2009. 
33 Chawla et al. 2002. 
34 For a general discussion, see Steinwart and Christmann 2008. 
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developing a set of statistical rules that maximize the gap between points of one type 

(states that seek nuclear weapons) and points of another type (states that forgo weapons 

programs). Statistical learning approaches like SVMs are commonly used in computer 

science and statistics and have been increasingly employed in the social sciences. 

Statistical learning is particularly well suited to problems in which the relationships 

between variables are highly conditional, as they are likely to be in the case of nuclear 

proliferation. Because the pursuit of nuclear weapons is a rare event, even the strongest 

drivers of proliferation probably exert relatively little influence on proliferation decisions 

in the large majority of cases. But in states that are at high risk of proliferating—that is, 

in the cases analysts care most about—these factors may matter a great deal.35 The linear 

regression models and their close relatives (such as logit and probit) that are used most 

often in quantitative analysis of nuclear proliferation are not flexible enough to capture 

the complex non-linear relationships that are likely to be present in these data. 

 What comes of all this is a set of predictions about the likelihood of proliferation 

in each case. The output of the model is a predicted probability—the proliferation risk 

score. This is a percentage chance assigned by the model that this country will pursue a 

nuclear weapon in this year. Predictions of over 50 percent are commonly considered to 

be a “yes” prediction; these are cases where the model guesses the country is pursuing a 

nuclear weapon. 

 
35 See Beck, King, and Zeng 2000 for an application of this argument to international 
conflict. 
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Evaluating Measures of Proliferation Risk 

 What should analysts look for in a measure of proliferation risk? Assessments of 

risk are a form of prediction. A good measure should correctly predict proliferation, in 

the sense that countries flagged by the measure as risky should be more likely to seek 

nuclear weapons, while countries the measure sees as low risk should not have a nuclear 

weapons program. A good measure of proliferation risk will provide reliable predictions, 

measured quantitatively, but will also have good face validity. That is, the measure’s 

predictions will generally seem reasonable to those with substantive knowledge of 

nuclear proliferation. 

A measure that predicts proliferation accurately is preferred, but overall accuracy 

is not a useful measure of success when rare events like proliferation are involved, 

because a model can achieve very high levels of overall accuracy without providing any 

leverage against the problem of interest. If a model always predicts that states will not 

proliferate, it will accurately predict nearly all of the observations in the data, but such 

an approach is not particularly useful as a means of understanding proliferation risk. 

The data science literature on “class imbalance”—situations where one outcome 

(proliferation, in this case) is much rarer in the data than the other outcome (non-

proliferation)—provides some guidance on predictive metrics.36 While there is no single 

accepted solution to this problem, a common approach is to adopt metrics for accuracy 

that are more sensitive to the ability to assess proliferation itself, rather than just non-

 
36 Kotsiantis, Kanellopoulos, and Pintelas 2006. 
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proliferation.37 Two such metrics are used here. First, model accuracy is evaluated using 

the area under the Receiver Operating Characteristics (ROC) curve—abbreviated AUC 

for Area Under [the ROC] Curve.38 On one axis of the ROC curve is the rate of false 

positives—the number of cases in which the model incorrectly predicted that a state 

would seek weapons, divided by the total number of cases of nuclear non-pursuit. On the 

other axis is the true-positive rate—the number of cases in which the model correctly 

predicted proliferation divided by the total number of cases of nuclear weapons 

programs. These rates are plotted against each other across a range of thresholds for 

positive and negative predictions. A perfect assessment of proliferation risk, one that 

correctly predicts all cases of both proliferation and nuclear restraint, would have an 

AUC of 1. Random guessing would yield an AUC of 0.5. 

As a second metric for predictive success, models are evaluated using the F1 score. 

This metric balances two elements of the assessment of proliferation risk. The first is 

positive predictive value, the share of “yes” predictions that turn out to be correct. The 

second is sensitivity, the share of real proliferation episodes that the model correctly 

identifies. The F1 score is the harmonic mean of these two factors. F1 scores closer to 1 

indicate a greater level of predictive success, while scores closer to zero indicate more 

incorrect predictions of nuclear proliferation. 

 
37 For a review of common accuracy metrics in the context of class imbalance, see Luque 
et al. 2019. 
38 Swets 1988. 
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Results 

By these quantitative metrics, the model performs extremely well. It successfully 

discriminates between cases of proliferation and non-proliferation, and it is particularly 

effective when considered by metrics that privilege positive predictions—cases of actual 

nuclear pursuit. Table 2 provides evaluation metrics for the model of proliferation risk. 

For comparison, the table also includes a qualitative measure of proliferation risk 

adapted from Coe and Vaynman, which uses declassified documents and other sources to 

enumerate all countries assessed as nuclear-capable by the United States and Soviet 

Union in the early years of the nuclear nonproliferation regime.39 The model performs 

well in comparison to this qualitative approach. 

 False positives and false negatives provide a better sense of the face validity of the 

proliferation risk model. The former are cases that the model judged to have a high 

probability of nuclear pursuit, but which the data indicate did not have a nuclear 

weapons program; the latter are cases in which there was a nuclear weapons program, 

but the model predicted there would be nuclear restraint. False positives and false 

negatives for the proliferation risk model are shown in Table 3. 

 Iran and Egypt are well represented among the false positives. Both cases are 

plausible. Many experts see Egypt as having had nuclear weapons ambitions, even if it 

 
39 Coe and Vaynman 2015. Evaluation of this qualitative measure is limited to the years 
1957–1974, to better match the declassified source material. The performance of the 
measure decreases if a broader timeframe is used. 
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had not taken concrete action to launch a nuclear weapons program.40 Bleek, for 

example, codes Egypt as “exploring” nuclear weapons from 1955–1980.41 Whether Iran 

truly halted its nuclear weapons program in 2003, as asserted by the US intelligence 

community, has remained in dispute.42 A number of non-governmental analysts judge 

Iran as continuing its nuclear weapons program through the 2000s.43 Both Iran and 

Egypt had ample resources to bring to bear on nuclear development, worried about rivals 

with nuclear weapons or nuclear weapons programs, and lacked an alliance with a 

nuclear-armed patron. 

South Korea in 1979 and France in 1948 are also considered by the model as very 

likely to have a nuclear weapons programs, and again these are plausible cases. Some 

analysts have argued that South Korea—despite significant pressure from the United 

States—did not fully shutter its nuclear weapons program until as late as 1981 44. Most 

 
40 Rublee 2006; Rublee 2009a. 
41 Bleek 2017. 
42 Arnold et al. 2021; National Intelligence Council 2007. 
43 Bleek 2017; Jo and Gartzke 2007; Singh and Way 2004. 
44 Bleek 2017. 

Table 2: Predictive metrics for measures of proliferation risk 

 AUC (area under the 
ROC curve) 

F1 Score Incorrect 
predictions 

Proliferation risk model  0.89 0.52 2.8 percent 

Qualitative risk (1957–1974) 0.81 0.26 15.3 percent 
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see 

France as launching a full nuclear weapons program in the mid-1950s, but some code 

France as “exploring” nuclear weapons immediately after World War II.45 

The most questionable case on the false positives list is Czechoslovakia in the late 

1970s and early 1980s. Czechoslovakia is not known to have had nuclear weapons 

 
45 Ibid.; Singh and Way 2004. 

Table 3: False positives and negatives from the proliferation risk model 

False positives  False negatives 

Country Years  Country Years 

Iran 2006–2010  Libya 1973 
1975 

Egypt 1997–1998 
2003 

 Taiwan 1967 

Iran 1983  Libya 1979 

Egypt 1996 
2001–2002 

 Taiwan 1968–1969 

Iran 2004  Libya 1976–1977 

South Korea 1979  Taiwan 1970–1971 

Egypt 1994–1995 
1999–2000 

 Libya 1974 
1978 

France 1948  Yugoslavia 1950–1953 
1982–1985 
1986–1987 

Egypt 1988  Libya 1970–1972 

Czechoslovakia 1979 
1981–1983 

 Syria 2002–2003 
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ambitions or to have made any attempt to realize them if it did. But the model might be 

forgiven for seeing similarities between this case and the case of Romania, which 

engaged in fledgling nuclear weapons efforts around this time.46 While Czechoslovakia 

hewed closer to the Warsaw Pact line than did Romania in this period, it also had an 

extensive civilian nuclear infrastructure fueled by Soviet nuclear assistance.47 Its nuclear 

latency in those years—Czechoslovakia operated a lab-scale reprocessing facility 

beginning in 1977—suggests the model’s assessment is not unreasonable.48 

Turning to false negatives, the model’s biggest misses come from Libya in the 

1970s and Taiwan in the late 1960s and early 1970s. Yugoslavia, in the early 1950s and 

the 1980s, and Syria in 2002–2003 also make the list. Not coincidentally, all of these 

cases would also be missed by simply identifying states operating enrichment and 

reprocessing (ENR) facilities. None of these countries had ENR capabilities in these time 

periods, although Taiwan operated research reactors throughout this period and 

Yugoslavia ran research reactors and a power reactor through the 1980s.49 Further, most 

of these cases are the subject of disagreement among scholars who have undertaken 

detailed coding of nuclear weapons programs. Bleek codes Taiwan’s activities as mere 

 
46 For a detailed discussion of nonproliferation dynamics in the Warsaw Pact, see 
Lanoszka 2018. 
47 A 1979 US intelligence assessment highlights Czechoslovakia as possessing “the most 
highly developed nuclear program in Eastern Europe, including a broad-based research 
program in reactor and fuel-cycle technology, a large nuclear power program, and a 
well-developed nuclear industry.” See National Foreign Assessment Center 1979. 
48 Fuhrmann and Tkach 2015. 
49 Kaplow 2020. 
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“exploration,” rather than “pursuit.”50 Jo and Gartzke do not see Libya as engaging in a 

nuclear weapons program at all.51 Bleek codes Yugoslavia’s first attempt at pursuing 

nuclear weapons as beginning only in 1953—after the earliest period flagged by the 

model as a false negative—and Singh and Way do not consider any of Yugoslavia’s 

nuclear work as meeting the threshold for nuclear pursuit.52 Even the early years of the 

Syria program are debatable, as construction of the al-Kibar nuclear reactor—later 

bombed by Israel—probably did not commence until 2001 or 2002.53 

This list of false positives and false negatives suggests some face validity for the 

model’s predictions. Given that not every case will be predicted correctly, it is 

encouraging to see arguable cases among those that the model missed. Coupled with 

strong predictive metrics, there is reason to believe the proliferation risk model is a 

useful way of distinguishing those cases that carry some proliferation risk. 

High-Risk Cases 

 Proliferation risk scores can help identify the set of states most likely to seek 

nuclear weapons under particular circumstances. It seems reasonable to begin with 

today’s strategic environment. Which states appear most likely to have a nuclear 

weapons program today? Table 4 shows the states with the highest proliferation risk 

scores, using the most recent information in the dataset assembled for this project. 

 
50 Bleek 2017. 
51 Jo and Gartzke 2007. 
52 Bleek 2017; Singh and Way 2004. 
53 Albright and Brannan 2008; Office of the Director of National Intelligence 2008. 



 23 

 The countries on this list are largely those with some latent nuclear capability, 

economic resources, and/or significant external threats. The inclusion of some of these 

states comes as no surprise. Iran figures prominently on this list and is undoubtedly the 

country of most proliferation concern as of this writing. Taiwan—facing an existential 

threat from a nuclear-armed neighbor—is perennially featured on expert lists of most 

likely proliferants, as is Saudi Arabia. Others, like Syria and Libya, would be of increased  

 

concern absent internal conflict, a dynamic which may not be adequately recognized by 

the model. 

Table 4: Countries with the highest current 
proliferation risk scores 

Proliferation Risk 
Score Rank 

Country 

1 Syria 

2 Iran 

3 Saudi Arabia 

4 Vietnam 

5 Afghanistan 

6 Libya 

7 Taiwan 

8 Jordan 

9 Lebanon 

10 Cuba 
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But some of these states are harder to reconcile with expert opinion. Vietnam, for 

example, is a staunch supporter of nuclear nonproliferation globally and an early 

adherent to the nuclear weapons ban treaty. While it is engaged in a long-term dispute 

with other claimants over territory in the South China Sea, it is not a country that is 

generally thought of as facing substantial security threats. It likely features on this list by 

virtue of its nuclear latency. Vietnam operates a nuclear research reactor, has received 

significant nuclear technical assistance from the International Atomic Energy Agency, 

and in 2014 concluded a nuclear cooperation agreement with the United States.  

The high proliferation risk scores of countries such as Vietnam and Jordan 

illustrate both the benefits and pitfalls of a model-based approach to assessing 

proliferation risk. On the one hand, if this method produced a list of most-likely 

proliferants that was identical to the conventional wisdom, it would be of little use as an 

aide to analysis. On the other hand, a high risk score for a country like Vietnam, with its 

strong nonproliferation credentials, might lead some to question the predictive efficacy 

of the underlying model. 

If the top ten list of proliferation risk were entirely populated with states like 

Vietnam, there would be some cause to worry. A well-functioning predictive model 

should be able to identify countries like Iran as a high-risk case; regardless of Tehran’s 

weapons intent, it is openly building up a capability that could be used to produce 

nuclear weapons. But, at the same time, the purpose of the model is to surface out-of-

the-box ideas about proliferation risk. That Vietnam has some characteristics in common 

with past cases of nuclear proliferation seems worth identifying. 
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Identifying High-Risk Global Conditions 

 Proliferation risk scores can help identify the conditions under which nuclear 

proliferation becomes more likely, both for specific states in particular circumstances, 

and for nuclear proliferation generally. By adjusting the data to reflect hypothetical 

changes in the global environment, analysts can assess the relative impact of these 

changes on the risk of nuclear proliferation. Table 5 shows the effect of some possible 

changes in international security and their effect on proliferation risk scores. 

The breakdown of the nuclear nonproliferation regime, here represented by a 

substantial increase in the number of states seen as cheating on their NPT commitments, 

has a dramatic effect on proliferation risk scores, with the average risk of proliferation 

nearly tripling in this scenario. Less extreme but still substantial changes in global 

proliferation risk result from weakening of US alliance ties and increasing international 

disputes for those states that are already prone to conflict. Granting additional nuclear 

latency to countries that are in the process of developing such capabilities increases the 

average proliferation risk score by about 13 percent, and a shift toward authoritarian 

regimes for states currently lacking strong democracies or autocracies leads to an 

average increase in proliferation risk scores of about 12 percent. 

This approach facilitates a form of what-if analysis in which the consequences for 

proliferation of particular policy approaches can be examined in a more systematic way. 

Often such analyses involve merely a general sense of the policy trade-offs built into 

international security decision-making. It is particularly tempting for policy analysts to 

overvalue the short-term impact of bilateral relations over more amorphous multilateral 
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policy goals, like strengthening the nuclear nonproliferation regime. Proliferation risk 

scores can provide a reminder of the scale of the impact broad policy changes can have 

on the global nuclear proliferation environment. 

Proliferation in East Asia 

 A similar approach can be applied to a particular hypothetic scenario, yielding 

insights about the proliferation dynamics in specific countries or regions. Japan and 

South Korea, for example, are nearly always among the nations seen as a potential 

proliferation risk.54 North Korea’s continuing nuclear development in the region, coupled 

with long-term security competition with China and with each other, provide ample 

security incentives to seek at least a latent nuclear capability, if not a full-fledged nuclear 

weapons arsenal. Both Japan and South Korea have an extensive domestic nuclear 

infrastructure that could be quickly turned to weapons purposes if it desired. Both 

 
54 On South Korea’s nuclear ambitions, see Hersman and Peters 2006; and Fitzpatrick 
2016. On Japan, see Furukawa 2012; Rublee 2009b; and Solingen 2010. 

Table 5: Effect of changing international conditions on average proliferation risk score 

Change in Global Condition Increase in Average 
Proliferation Risk Score 

Breakdown of nonproliferation regime 192 percent 

Weakening of US alliance ties 29 percent 

Increase in international disputes 27 percent 

Increase in nuclear latency 13 percent 

Increase in authoritarianism 12 percent 



 27 

countries have considered nuclear weapons in the past. Japan examined its nuclear 

weapons policy in the late 1960s and early 1970s amidst deciding whether to join the 

NPT, and it reconsidered that policy again in the mid-1990s and early 2000s when faced 

with a rising nuclear threat from North Korea.55 South Korea conducted a small-scale 

nuclear weapons development effort in the mid-to-late 1970s, ultimately shuttering its 

work under US pressure.56 

 Proliferation risk scores can help examine what factors are most essential for 

achieving nuclear restraint by these two key nations in East Asia. This what-if analysis 

begins with a baseline level of proliferation risk for both states, based on the latest 

information available in the dataset assembled for this project. Using a baseline model of 

proliferation risk, Japan has a proliferation risk score of 0.24 and South Korea has a 

proliferation risk score of 1.34. These scores translate to the model’s assessment of the 

probability of a nuclear weapons program in each state, so Japan is seen as having a 0.24 

percent chance of seeking nuclear weapons, while South Korea has a 1.34 percent 

chance of pursuing weapons. 

 From this baseline, it is straightforward to adjust factors that may matter for 

nuclear proliferation according to hypothetical scenarios for the East Asia security 

environment. Imagine, for example, that the United States walks back security 

guarantees for these key allies, or otherwise leads Japan and South Korea to question the 

 
55 Kishi 2018; Green and Furukawa 2008; Rublee 2010. 
56 Fitzpatrick 2016; Bleek 2017. 
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US commitment to the region.57 Analysts can then recalculate the proliferation risk score 

under these new, hypothetical conditions, to better understand the predicted effect that 

particular changes in policy or in the general security environment have on the risk of 

proliferation. Table 6 shows several possible adjustments and the corresponding change 

in proliferation risk scores for each country. 

 Weakening the US alliance has a significant effect on both states. For Japan, the 

loss of the US alliance increases the proliferation risk score by a factor of 8, to about 1.9. 

The effect is more muted in South Korea, which begins with a higher baseline level of 

risk, but still nearly quadruples the baseline level of risk. The effects of increased 

international disputes and a breakdown in the nuclear nonproliferation regime are 

smaller, but these effects compound when combined. In a scenario in which there is both 

an increase in international disputes and a breakdown in the nuclear nonproliferation 

regime, Japan’s risk of proliferation increases by 9 times, and South Korea’s by 3 times. A 

wider breakdown in regional security, including a weakening US alliance, has a 

particularly dramatic effect on the chances of proliferation in Japan, which sees a more 

than 40 times increase in proliferation risk. The model assesses that there would be 

about a 10 percent chance that Japan would seek nuclear weapons in that scenario. 

  

 
57 Akita 2020. 
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Conclusions 

 This project constructed a predictive model of nuclear proliferation and 

introduced proliferation risk scores—a model-based assessment of the risk of 

proliferation given a particular set of circumstances. This article illustrates some of the 

ways that proliferation risk scores can be used as an adjunct to expert analysis: surfacing 

cases of proliferation risk for additional scrutiny, assisting in a more systematic approach 

to what-if and scenario analysis, and helping to quantify the effect of changes in 

nonproliferation policy and the international security environment on the risk of nuclear 

proliferation. 

Table 6: Effect of changing conditions on proliferation risk in Japan and South Korea 

Condition Increase in 
Proliferation Risk Score 
for Japan 

Increase in 
Proliferation Risk Score 
for South Korea 

Weakening US alliance 8.0x 3.7x 

Increase in international 
disputes 

2.9x 1.2x 

Breakdown in nonproliferation 
regime 

4.1x 2.6x 

Increase in international 
disputes and breakdown in 
nonproliferation regime  

9.2x 3.3x 

Weakening US alliance, increase 
in international disputes, and 
breakdown in nonproliferation 
regime 

41.7x 9.3x 
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The methods introduced here are flexible and scalable. As new information 

becomes available, the statistical learning model underlying proliferation risk scores can 

be updated to improve predictive accuracy. For analysts focused on specific aspects of 

nonproliferation policy, such as the effectiveness of nonproliferation sanctions, small 

additions to the underlying data and relatively minor changes to the modeling approach 

used here could yield insights as to the conditions under which these policy levers are 

most likely to succeed. The same approach can also be applied as an aid to traditional 

analysis in other areas of international security, such as in assessing the risk of conflict or 

terrorism.58 

  

 
58 Ward, Greenhill, and Bakke 2010. 
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